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#### Abstract

In the present paper we construct a probabilistic representation of the operator exponent $e^{t \mathcal{A}}$ where $\mathcal{A}$ belongs to some class of pseudodifferential operators.
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## 1. Introduction.

We consider an evolution equation

$$
\begin{equation*}
\frac{\partial u}{\partial t}=\mathcal{A} u \tag{1}
\end{equation*}
$$

where $\mathcal{A}$ is a linear operator. Given an operator $\mathcal{A}$ let $e^{t \mathcal{A}}, t \geq 0$ denote the operator exponent that is a family of linear operators such that for every $t>0$ the operator $e^{t \mathcal{A}}$ maps the real or complex-valued function $\varphi(x), x \in \mathbb{R}$ into a solution $u(t, x)$ of the Cauchy problem of the equation (1) with an initial condition $u(0, x)=\varphi(x)$.

It is well known (see [15]), that the exponents of some pseudo-differential operators and the exponent of the operator $\frac{d^{2}}{d x^{2}}$ have probabilistic representations. Namely, for the operator $\frac{d^{2}}{d x^{2}}$ we have

$$
e^{t \frac{1}{2} \frac{d^{2}}{d x^{2}}} \varphi(x)=\mathbb{E} \varphi(x+w(t))
$$

where $w(t)$ is a standard Wiener process, $w(0)=0$, and for the operator $\mathcal{A}$, that acts as

$$
\mathcal{A} \varphi(x)=\int_{\mathbb{R}}(\varphi(x+y)-\varphi(x)) \Lambda(d y)
$$

if the measure $\Lambda$ satisfies the condition $\int_{\mathbb{R}} \min (|x|, 1) \Lambda(d x)<\infty$, and as

$$
\begin{equation*}
\mathcal{A} \varphi(x)=\int_{\mathbb{R}}\left(\varphi(x+y)-\varphi(x)-y \varphi^{\prime}(x) \mathbf{1}_{[-1,1]}(y)\right) \Lambda(d y) \tag{2}
\end{equation*}
$$

if the measure $\Lambda$ satisfies the condition $\int_{\mathbb{R}} \min \left(|x|^{2}, 1\right) \Lambda(d x)<\infty$, we have

$$
\begin{equation*}
e^{t \mathcal{A}} \varphi(x)=\mathbb{E} \varphi(x+\xi(t)) \tag{3}
\end{equation*}
$$

where $\xi(t)$ is a jump Lévy process with the Lévy measure $\Lambda, \xi(0)=0$.
Note that if the operator exponent can be represented in the form (3) the fundamental solution $q(t, x, y)$ of the equation (1) for every $t>0$ coincides with one-dimensional distribution of the process $x+\xi(t)$.

It is important to note that the representation (3) can be directly generalized neither for higher order differential operators nor for operators that look like (2) but include higher order derivatives of $\varphi$. The simplest explanation of this fact is based on the maximum principle. Namely it follows from (3) that the operator $\mathcal{A}$ satisfies the following property: if the function $\varphi$ has a maximum at point $x$, then $\mathcal{A} \varphi(x) \leq 0$. It is clear that higher order differential operators do not satisfy this property.

An analog of the representation (3) was considered in a number of papers (see [9, 6, 14, 3]). In this representation instead of usual probability processes so-called pseudo-processes were used.

A concept of a pseudo-process appeared for the first time in a paper of Yu. Daletski (see. [5]). Note that a pseudo-process is not really a stochastic process. Actually it is defined by a fundamental solution of an equation

$$
\frac{\partial u}{\partial t}=k_{n} \frac{\partial^{n} u}{\partial x^{n}} .
$$

It is easy to prove that pseudo-processes exist only in a sense of finite-dimensional distributions and do not generate any measure in the space of trajectories.

Nevertheless there are a lot of papers (see $[14,3]$ ) concerning the properties of pseudo-processes. It was proved that a lot of functionals of the trajectories of the pseudo-processes are well-defined in the sense that they generate a signed measure on $\mathbb{R}$. Mention here that an analog of the arc-sine law [9, 11], of the central limit theorem [10] and of the Ito formula and the Ito stochastic calculus [9] has been proved for the pseudo-processes. We also mention that an analog of the Feynman-Kac formula has been proved in [13, 11].

For the exponent of the fourth order differential operator (case $n=4$ ) an analog of the representation (3) were proposed in $[6,4,7]$.

Further, in [16] stable measures with the index of stability greater than 2 were studied. Such measures are signed ones and hence they are not probability measures. Nevertheless for this class of measures an analogue of the LévyKhinchin representation was constructed. It was shown that in some sense these signed measures are limit measures for sums of independent random variables. It was also shown that these limit measures give us information about large deviations of sums of independent random variables.

The present paper provides a further development of this approach. Namely, instead of one-dimensional distributions we consider corresponding processes with independent increments.

We construct, in particular, a probabilistic representation of the operator exponent $e^{t \mathcal{A}}$, where $\mathcal{A}$ belongs to a class of pseudo-differential operators.

First we describe this class of operators.
Let $g$ be a generalized function on $\mathbb{R}$ (see [8]), such that for every $\varepsilon>0$ the restriction of $g$ on $\mathbb{R}_{\varepsilon}=\mathbb{R} \backslash(-\varepsilon, \varepsilon)$ is a finite signed measure that is

$$
|g|\left(\mathbb{R}_{\varepsilon}\right)<\infty
$$

and at the point 0 the generalized function $g$ can have a singularity of a finite order. Namely, we suppose that for every $a>0$ and some $r \in \mathbb{N}$ the generalized function $g$ is continuous with respect to the norm $\|\cdot\|_{a, r}$, that is

$$
\begin{equation*}
|(g, \varphi)| \leq C_{a, r}\|\varphi\|_{a, r}, \tag{4}
\end{equation*}
$$

where

$$
\|\varphi\|_{a, r}=\sup _{|x|>a}|\varphi(x)|+\max _{0 \leq j \leq r} \sup _{|x| \leq a}\left|\varphi^{(j)}(x)\right| .
$$

We also suppose that

$$
\begin{equation*}
(g, \varphi)=0 \tag{5}
\end{equation*}
$$

if $\varphi \equiv C=$ const.

As examples of such generalized functions $g$ one can consider derivatives of the Dirac $\delta$-function and generalized functions that have the form of a regularization of a Borel function $g$, that satisfies the condition

$$
\int_{\mathbb{R}} \min \left(|x|^{r}, 1\right)|g(x)| d x<\infty
$$

for some $r \in \mathbb{N}$.
Note that if $\operatorname{supp} g=\{0\}$ then for $r>0$ and a constant $C_{r}>0$

$$
|(g, \varphi)| \leq C_{r} \max _{0 \leq j \leq r}\left|\varphi^{(j)}(0)\right|
$$

For a space of test functions we choose the space of all bounded infinitely differentiable functions with bounded derivatives of an arbitrary order.

For every generalized function $g$ we construct an operator $\mathcal{A}_{g}$, by

$$
\begin{equation*}
\mathcal{A}_{g} f(x)=\left(g_{y}, f(x+y)\right), \tag{6}
\end{equation*}
$$

where we denote the action of $g$ on $f$ with respect to the variable $y$ by $g_{y}$.
We also consider operators $\mathcal{A}_{g}^{c}$ defined by

$$
\begin{equation*}
\mathcal{A}_{g}^{c} f(x)=\left(g_{y}, f(x+c y)\right), \tag{7}
\end{equation*}
$$

where $c$ is a constant (real or complex). Note, that we always suppose that $f$ is defined on $\mathbb{R}$ and in (7) for complex $c$ we understand $f(x+c y)$ as a substitution of $x+c y$ into an analytic continuation of $f$ (assumed to exist).

To construct a probabilistic representation of the operator exponent of $\mathcal{A}_{g}$ we consider two objects defined by the generalized function $g$. The first object is a probability space $\left(\Omega, \mathcal{F}, P_{g}\right)$. Next we consider a subset $\Omega^{0}$ of $\Omega$ (in all interesting cases $\left.P_{g}\left(\Omega^{0}\right)=0\right)$ and on $\Omega^{0}$ instead of a probability measure we define a generalized function $L_{g}$ So our second object will be a triple $\left(\Omega^{0}, \mathcal{G}, L_{g}\right)$, where $\mathcal{G}$ is a set of test functions of $L_{g}$.

All random processes we define on the space $\Omega^{0}$, and in the classical representation (3) instead of the mathematical expectation we use the generalized function $L_{g}$ (for the same functional). Then we study the connection between the probability measure $P_{g}$ and the generalized function $L_{g}$.

## 2. The space $\left(\Omega^{0}, \mathcal{G}, L_{g}\right)$.

Let $\Omega^{0}$ denote the space of all discrete signed measures on $[0, T]$ with a finite spectrum (finite number of atoms). Each element $\nu$ of this space can be represented in the form $\nu=\sum_{k=1}^{n} x_{k} \delta_{t_{k}}$, where $\delta_{t_{k}}$ denotes a unit mass ( $\delta$-measure) at a point $t_{k}$. We suppose that in this representation $\left|x_{k}\right|>0$ for all $k$ and all
the points $t_{k} \in[0, T]$ are different. On $\Omega^{0}$ we consider a topology generated by a total variation norm.

Let $f: \Omega^{0} \rightarrow \mathbb{C}$ be a Borel function, for every $k \in \mathbb{N}_{0}, \mathbb{N}_{0}=\{0,1,2 \ldots\} ;$ we use a notation $f_{k}$ for a symmetric function of $k$ two-dimensional variables defined by

$$
\begin{equation*}
f_{k}\left(\left(t_{1}, x_{1}\right),\left(t_{2}, x_{2}\right), \ldots,\left(t_{k}, x_{k}\right)\right)=f\left(\sum_{j=1}^{k} x_{j} \delta_{t_{j}}\right), t_{j} \in[0, T], x_{j} \in \mathbb{R} \tag{8}
\end{equation*}
$$

Using (8) we get the following relations

$$
\begin{equation*}
f_{k+1}\left(\left(t_{1}, x_{1}\right), \ldots,\left(t_{k}, x_{k}\right),\left(t_{k+1}, 0\right)\right)=f_{k}\left(\left(t_{1}, x_{1}\right), \ldots,\left(t_{k}, x_{k}\right)\right) \tag{9}
\end{equation*}
$$

and

$$
f_{k+1}\left(\left(t_{1}, x_{1}\right), \ldots,\left(t_{k}, x_{k}\right),\left(t_{k}, y_{k}\right)\right)=f_{k}\left(\left(t_{1}, x_{1}\right), \ldots,\left(t_{k}, x_{k}+y_{k}\right)\right), y_{k} \in \mathbb{R}
$$

In the next step, given a generalized function $g$ on $\mathbb{R}$, we define a generalized function $L_{g}$ on $\Omega^{0}$.

First we define a space of test functions. To this end for every $k \in \mathbb{N}=$ $\{1,2,3 \ldots\}, r \geq 1, a>0$ we define a norm $\|\cdot\|_{k, r, a}$, by

$$
\begin{equation*}
\|h\|_{k, r, a}=\sum_{I \subset\{1, \ldots, k\}} \sup _{t_{1}, \ldots, t_{k}} \max _{p, p_{i} \leq r} \sup _{\substack{\left|x_{i}\right| \leq I \leq a,\left|x_{i}\right|>a, i \in I \\ i \notin I}} \sup _{I, p}\left|\mathcal{D}_{I, p} h\right|, \tag{10}
\end{equation*}
$$

on the set of functions $h:([0, T] \times \mathbb{R})^{k} \rightarrow \mathbb{R}$. Here $\mathcal{D}_{I, p}$ denotes the differential operator

$$
\begin{equation*}
\mathcal{D}_{I, p}=\prod_{i \in I} \frac{\partial^{p_{i}}}{\partial x_{i}^{p_{i}}}, \tag{11}
\end{equation*}
$$

for $I \subset\{1, \ldots, r\}, p=\left(p_{1}, \ldots, p_{k}\right)$ and we suppose that the operator $\mathcal{D}_{I, p}$ acts only with respect to the variables $x_{i}, i \in I$

Note that in the case supp $g=\{0\}$ we use a simpler norm

$$
\begin{equation*}
\|h\|_{k, r}=\sup _{t_{1}, \ldots, t_{k}} \max _{p, p_{i} \leq r}\left|\mathcal{D}_{\{1, \ldots, k\}, p} h\left(\left(t_{1}, 0\right), \ldots,\left(t_{k}, 0\right)\right)\right| \tag{12}
\end{equation*}
$$

instead of (10).
As a space of test functions we use the set $\mathcal{G}$ of Borel functions on $\Omega^{0}$, such that for every $k \in \mathbb{N}$ the function $f_{k}=f_{k}\left(\left(t_{1}, x_{1}\right), \ldots,\left(t_{k}, x_{k}\right)\right)$ is infinitely differentiable with respect to $x_{i}$, and for every $r>0, a>0, M>0$ the following series

$$
\begin{equation*}
\sum_{k=0}^{\infty} \frac{M^{k}\left\|f_{k}\right\|_{k, r, a}}{k!} \tag{13}
\end{equation*}
$$

converges or if supp $g=\{0\}$ the series

$$
\begin{equation*}
\sum_{k=0}^{\infty} \frac{M^{k}\left\|f_{k}\right\|_{k, r}}{k!} \tag{14}
\end{equation*}
$$

converges. In the latter case we denote the corresponding class by $\mathcal{G}_{0}$.
We say that the sequence of test functions $f^{(n)}$ converges to a test function $f$ if $f_{k}^{(n)}\left(\left(t_{1}, x_{1}\right), \ldots,\left(t_{k}, x_{k}\right)\right) \underset{n \rightarrow \infty}{\longrightarrow} f_{k}\left(\left(t_{1}, x_{1}\right), \ldots,\left(t_{k}, x_{k}\right)\right)$ for every $k$ uniformly with respect to $t_{i} \in[0, T]$ and $x_{i} \in \mathbb{R}$ with all its derivatives (w.r.t. $x_{i}$ ) and for every $r>0, a>0, M>0$ the following sums are bounded

$$
\sum_{k=0}^{\infty} \frac{M^{k}\left\|f_{k}^{(n)}\right\|_{k, r, a}}{k!}
$$

with respect to $n$.
Now under the class of test functions $\mathcal{G}$ (or $\mathcal{G}_{0}$, if $\operatorname{supp} g=\{0\}$ ) we define a generalized function $L_{g}$. For every $f \in \mathcal{G}$ we put

$$
\begin{equation*}
\left(L_{g}, f\right)=\sum_{k=0}^{\infty} \frac{1}{k!} \int_{[0, T]^{k}}\left(g^{\otimes k}, f_{k}\right) d m^{k} . \tag{15}
\end{equation*}
$$

In (15) we suppose that the generalized function $g^{\otimes k}$ acts with respect to $x_{1}, \ldots, x_{k}$, so that

$$
\left(g^{\otimes k}, f_{k}\right)\left(t_{1}, \ldots, t_{k}\right)=\left(g_{x_{1}} \times \cdots \times g_{x_{k}}, f_{k}\left(\left(t_{1}, x_{1}\right), \ldots,\left(t_{k}, x_{k}\right)\right)\right),
$$

$m^{k}$ denotes the Lebesgue measure on $[0, T]^{k}$ and we integrate with respect to $\left(t_{1}, \ldots, t_{k}\right)$.

It follows from (4) that for some constant $C=C(a, r)$ and for every $k \in \mathbb{N}$ we have

$$
\begin{equation*}
\sup _{\left(t_{1}, \ldots, t_{k}\right)}\left|\left(g^{\otimes k}, f_{k}\right)\left(t_{1}, \ldots, t_{k}\right)\right| \leq C^{k}\left\|f_{k}\right\|_{k, r, a} \tag{16}
\end{equation*}
$$

The convergence of the series (15) follows from (14) and (16).
For $\left(L_{g}, f\right)$ we use a notation $L_{g} f$.
Below we consider not only the interval $[0, T]$, but also its subintervals. Now we introduce corresponding definitions.

Let $[t, s) \subset[0, T]$. By $\Omega_{t, s}^{0}$ we denote the set of all discrete signed measures with finite spectrum on the interval $[t, s)$. For every $u \in(t, s)$ the set $\Omega_{0}^{t, s}$ is isomorphic to the Cartesian product $\Omega_{t, u}^{0} \times \Omega_{u, s}^{0}$.

For $t<s$ let $L_{g}^{t, s}$ denote a restriction of the generalized function $L_{g}$ on $\Omega_{t, s}^{0}$. The generalized function $L_{g}^{t, s}$ is defined on the set of test functions $\mathcal{G}^{t, s} \subset \mathcal{G}$. By definition the function $f$ belongs to $\mathcal{G}^{t, s}$ if $f \in \mathcal{G}$ and for every $\nu \in \Omega^{0}$
$f(\nu)=f\left(\left.\nu\right|_{[t, s)}\right)$ It follows from (5) that on a test function $f \in \mathcal{G}^{t, s}$ a generalized function $L_{g}^{t, s}$ acts as

$$
\begin{equation*}
\left(L_{g}^{t, s}, f\right)=\sum_{k=0}^{\infty} \frac{1}{k!} \int_{[t, s]^{k}}\left(g^{\otimes k}, f_{k}\right) d m^{k} \tag{17}
\end{equation*}
$$

It is clear that for every $u \in(t, s)$ we have

$$
\begin{equation*}
L_{g}^{t, s}=L_{g}^{t, u} \otimes L_{g}^{u, s} \tag{18}
\end{equation*}
$$

where by $L_{g}^{t, u} \otimes L_{g}^{u, s}$ we denote the direct product of the generalized functions $L_{g}^{t, u}$ and $L_{g}^{u, s}$ (see [8]).

## 3. Generalized random processes on $\Omega^{0}$, and corresponding operator semigroups.

In this section we introduce a concept of a generalized random process (below we usually omit the word generalized). To define this random process instead of a probability space we use another object, namely the space $\left(\Omega^{0}, \mathcal{G}, L_{g}\right)$.

Let $D^{0}[0, T]$ denote the space of right-continuous step functions on $[0, T]$, with a finite number of jumps. This space is isomorphic to the Cartesian product $\mathbb{R} \times \Omega^{0}$. Namely, every $x \in \mathbb{R}$ and $\nu \in \Omega^{0}$ are mapped into the function $f \in D^{0}[0, T]$, where $f(t)=x+\nu[0, t], t \in[0, T]$. On $D^{0}[0, T]$ we consider the topology that is the image of topology on $\mathbb{R} \times \Omega^{0}$ under the action of this isomorphism.

We define a generalized process (or simply process) as a measurable (with respect to the Borel $\sigma$-algebra) mapping from $\Omega^{0}$ to $D^{0}[0, T]$. Of course, a generalized process is not a random process in usual sense because $\Omega^{0}$ is not a probability space and instead of a probability measure on $\Omega^{0}$ we have only a generalized function $L_{g}$. For this reason we cannot speak about a probability distribution for a functional of a process. Instead of this we can speak about a generalized distribution that is an image of a generalized function $L_{g}$ under the action of a functional.

For every $x \in \mathbb{R}$ we define a (generalized) process $\xi_{x}(t)=\xi_{x}(t, \nu), t \in$ $[0, T], x \in \mathbb{R}$, by

$$
\begin{equation*}
\xi_{x}(t)=x+\nu([0, t]) \tag{19}
\end{equation*}
$$

First we study the one-dimensional distribution of the process $\xi_{x}(t)$. By definition the one dimensional distribution is an image $\xi_{x}(t) L_{g}$ of the generalized function $L_{g}$ under the action of the mapping $\nu \mapsto \xi_{x}(t, \nu)$. This image is a generalized function on $R$ that acts on a test function $\varphi$ as

$$
\left(\xi_{x}(t) L_{g}, \varphi\right)=L_{g} \varphi\left(\xi_{x}(t)\right)
$$

Formally the domain (the set of the test functions) of $\xi_{x}(t) L_{g}$ is the set of functions $\varphi$, such that the function $\nu \mapsto \varphi\left(\xi_{x}(t, \nu)\right)$ belongs to $\mathcal{G}$. Let us construct the smaller class of test functions.

For a domain of the generalized function $\xi_{x}(t) L_{g}$ we take the set $\mathcal{H}_{f i n}$ of functions $\varphi$, that are inverse Fourier transforms of signed measures with compact supports and with finite total variations. Namely, each function $\varphi \in \mathcal{H}_{\text {fin }}$ is of the form

$$
\varphi(x)=\frac{1}{2 \pi} \int_{-A}^{A} e^{-i p x} \mu(d p)
$$

where $\mu$ is a signed measure on $[-A, A]$, such that $|\mu|([-A, A])<\infty$.
It follows from this definition that for every $\varphi \in \mathcal{H}_{\text {fin }}$ there exists $M>0$ such that

$$
\begin{equation*}
\sup _{x \in \mathbb{R}}\left|\varphi^{(k)}(x)\right| \leq M^{k} \tag{20}
\end{equation*}
$$

for every $k \in \mathbb{N}$,
Now it follows from (16) and (20) that there exists $M_{0}>0$ such that for every $k \in \mathbb{N}$ the following inequality is true

$$
\sup _{x \in \mathbb{R}}\left|\left(g^{\otimes k}, \varphi\left(x+x_{1}+\cdots+x_{k}\right)\right)\right| \leq M_{0}^{k}
$$

Finally, from the latter inequality it follows that for every function $\varphi \in$ $\mathcal{H}_{\text {fin }}$ the function $\varphi\left(\xi_{x}(t)\right)$ belongs to $\mathcal{G}$.

On the domain $\mathcal{H}_{f i n}$ for $t \in[0, T]$ we define a linear operator $P^{t}$ by

$$
\begin{gather*}
P^{t} \varphi(x)=L_{g} \varphi\left(\xi_{x}(t)\right)=L_{g}^{0, t} \varphi\left(\xi_{x}(t)\right)=\sum_{k=0}^{\infty} \frac{t^{k}}{k!}\left(g^{\otimes k}, \varphi\left(x+x_{1}+\cdots+x_{k}\right)\right)= \\
\sum_{k=0}^{\infty} \frac{t^{k}}{k!}\left(g_{x_{1}} \times \cdots \times g_{x_{k}}, \varphi\left(x+x_{1}+\cdots+x_{k}\right)\right) \tag{21}
\end{gather*}
$$

It follows from (18) that $P^{t}$ is a semigroup of operators, so that $P^{t+s}=$ $P^{t} P^{s}$.
Theorem 1. The Fourier transform $\widehat{P^{t}}$ of the operator $P^{t}$ is a multiplication operator by a function

$$
\begin{equation*}
\widehat{h_{t}}(p)=\exp \left(t\left(g_{y}, e^{-i p y}\right)\right), p \in \mathbb{R} \tag{22}
\end{equation*}
$$

Proof. For $p \in \mathbb{R}, \varphi(x)=e^{-i p x}$ we have

$$
\begin{gathered}
P^{t} \varphi(x)=L_{g} e^{-i p \xi_{x}(t)}=\sum_{k=0}^{\infty} \frac{t^{k}}{k!}\left(g^{\otimes k}, e^{-i p\left(x+x_{1}+x_{2}+\cdots+x_{k}\right)}\right)= \\
e^{-i p x} \exp \left(t\left(g_{y}, e^{-i p y}\right)\right) .
\end{gathered}
$$

It follows from (22) that (in the distribution sense) the operator $P^{t}$ is a convolution operator with the function $h_{t}$, where $h_{t}$ is the inverse Fourier transform of $\widehat{h_{t}}$.

Further, define a function $u=u(t, x), t \geq 0, x \in \mathbb{R}$, by

$$
\begin{equation*}
u(t, x)=P^{t} \varphi(x)=L_{g} \varphi\left(\xi_{x}(t)\right) \tag{23}
\end{equation*}
$$

Theorem 2. The function $u(t, x)$ is a solution of the Cauchy problem

$$
\begin{equation*}
\frac{\partial u}{\partial t}=\mathcal{A}_{g} u, \quad u(0, x)=\varphi(x) . \tag{24}
\end{equation*}
$$

Proof. Using (15),(17) we have

$$
\begin{aligned}
& \frac{\partial u}{\partial t}=\sum_{k=1}^{\infty} \frac{t^{k-1}}{(k-1)!}\left(g_{x_{1}} \times g_{x_{2}} \times \cdots \times g_{x_{k}}, \varphi\left(x+x_{1}+x_{2}+\cdots+x_{k}\right)\right)= \\
& \left(g_{x_{1}}, \sum_{k=1}^{\infty} \frac{t^{k-1}}{(k-1)!}\left(g_{x_{2}} \times g_{x_{3}} \times \cdots \times g_{x_{k}}, \varphi\left(x+x_{1}+x_{2}+\cdots+x_{k}\right)\right)\right) .
\end{aligned}
$$

Rename the variable $x_{1}$ by $y$, the variables $x_{2}, \ldots, x_{k}$ by $x_{1}, \ldots, x_{k-1}$ and $k-1$ by $k$. We get

$$
\begin{gathered}
\frac{\partial u}{\partial t}=\left(g_{y}, \sum_{k=0}^{\infty} \frac{t^{k}}{k!}\left(g_{x_{1}} \times g_{x_{2}} \times \cdots \times g_{x_{k}}, \varphi\left(x+y+x_{1}+\cdots+x_{k}\right)\right)\right)= \\
\left(g_{y}, u(t, x+y)\right)=\mathcal{A}_{g} u
\end{gathered}
$$

It follows from theorem 2 that the generalized function $\mathcal{P}_{t, x}=\xi_{x}(t) L_{g}$ (that is the one-dimensional distribution of the process $\left.\xi_{x}(t)\right)$ is the fundamental solution of the equation (24). It is easy to compute the Fourier transform $\widehat{\mathcal{P}_{t, x}}$ of this one-dimensional distribution. We have

$$
\begin{gather*}
\widehat{\mathcal{P}_{t, x}}(p)=L_{g} e^{i p \xi_{x}(t)}=\sum_{k=0}^{\infty} \frac{t^{k}}{k!}\left(g^{\otimes k}, e^{i p\left(x+x_{1}+x_{2}+\cdots+x_{k}\right)}\right)= \\
e^{i p x} \exp \left(t\left(g_{y}, e^{i p y}\right)\right) . \tag{25}
\end{gather*}
$$

It is important to note that originally the one-dimensional distribution of the process $\xi_{x}(t)$ is defined only as a generalized function with domain $\mathcal{H}_{\text {fin }}$. But if the Fourier transform (25) is a rapidly decreasing function we can extend $\mathcal{P}_{t, x}$ to a larger class of functions.

Now we consider some examples.

Example 1. Consider the case $g=-\delta^{(1)}$. Then for $\varphi \in \mathcal{H}_{\text {fin }}$ we have

$$
\begin{aligned}
L_{-\delta^{(1)}} \varphi\left(\xi_{x}(t)\right)= & \sum_{k=0}^{\infty} \frac{t^{k}}{k!}\left(\left(-\delta^{(1)}\right)^{\otimes k}, \varphi\left(x+x_{1}+\cdots+x_{k}\right)\right)= \\
& \sum_{k=0}^{\infty} \frac{t^{k}}{k!} \varphi^{(k)}(x)=\varphi(x+t) .
\end{aligned}
$$

The latter formula means that $P^{t}$ is a shift operator that corresponds to a well-known fact that the fundamental solution $\mathcal{P}_{t, x}$ of the equation $\frac{\partial u}{\partial t}=\frac{\partial u}{\partial x}$ is the unit mass at the point $x+t$.

Example 2. Consider the case $g=\frac{\delta^{(2)}}{2}$. Then by (22) the operator $\widehat{P t}$ is a multiplication operator by the function

$$
\widehat{h}_{t}(p)=\exp \left(t\left(\frac{\delta_{y}^{(2)}}{2}, e^{-i p y}\right)\right)=\exp \left(-\frac{t p^{2}}{2}\right)
$$

and then by (25) the Fourier transform $\widehat{\mathcal{P}_{t, x}}$ of the one-dimensional distribution $\mathcal{P}_{t, x}$ (which is the fundamental solution of the equation $\frac{\partial u}{\partial t}=\frac{1}{2} \frac{\partial^{2} u}{\partial x^{2}}$ ) is

$$
\widehat{\mathcal{P}_{t, x}}(p)=e^{i p x-\frac{t p^{2}}{2}}
$$

Example 3. Consider a generalized function $g$ such that for $\varphi \in \mathcal{H}_{\text {fin }}$

$$
(g, \varphi)=\mathrm{v} . \mathrm{p} \cdot \int_{\mathbb{R}}(\varphi(x)-\varphi(0)) \frac{d x}{x^{2}}
$$

In this case by (22) we get that the operator $\widehat{P^{t}}$ is a multiplication operator by the function

$$
\widehat{h}_{t}(p)=\exp \left(t\left(\mathrm{v} \cdot \mathrm{p} \cdot \int_{\mathbb{R}}\left(e^{-i p y}-1\right) \frac{d y}{y^{2}}\right)\right)=\exp (-\pi t|p|),
$$

and the fundamental solution $\mathcal{P}_{t, x}$ of the equation

$$
\frac{\partial u}{\partial t}(t, x)=\text { v.p. } \int_{\mathbb{R}}(u(t, x+y)-u(t, x)) \frac{d y}{y^{2}}
$$

is the function

$$
\mathcal{P}_{t, x}(y)=\frac{t}{\pi^{2} t^{2}+(y-x)^{2}}
$$

which is the density of the one-dimensional distribution of the Cauchy process.
The following examples are different from examples 1-3 because the corresponding one-dimensional distributions of processes under consideration are not probability distributions.

Example 4. For $\alpha \in(4 m, 4 m+2)$ where $m \in \mathbb{N}_{0}$, we consider the generalized function $g(x)=|x|^{-\alpha-1}$. In this case (see[8])for every $\varphi \in \mathcal{H}_{f i n}$ we have

$$
\begin{equation*}
(g, \varphi)=\int_{\mathbb{R}}\left(\varphi(x)-\varphi(0)-\frac{\varphi^{(2)}(0)}{2!} x^{2}-\cdots-\frac{\varphi^{(4 m)}(0)}{(4 m)!} x^{4 m}\right) \frac{d x}{|x|^{1+\alpha}} \tag{26}
\end{equation*}
$$

For $\alpha=4 m+1$ the integral (26) is considered in the principal value sense and the case $\alpha=1$ was considered in the example 3 . In this case the operator $\widehat{P^{t}}$ is the multiplication operator by the function

$$
\begin{gathered}
\widehat{h}_{t}(p)=\exp \left(t \int_{\mathbb{R}}\left(e^{-i p y}-1-\frac{(-i p)^{2}}{2!} y^{2}-\cdots-\frac{(-i p)^{4 m}}{(4 m)!} y^{4 m}\right) \frac{d y}{|y|^{1+\alpha}}\right)= \\
\exp \left(-c t|p|^{\alpha}\right),
\end{gathered}
$$

where

$$
c=\frac{\pi}{\sin \frac{\pi \alpha}{2}} \cdot \frac{1}{\Gamma(1+\alpha)}>0
$$

So the fundamental solution $\mathcal{P}_{t, x}$ (the one-dimensional distribution of our process) of the equation

$$
\begin{gathered}
\frac{\partial u}{\partial t}(t, x)= \\
\int_{\mathbb{R}}\left(u(t, x+y)-u(t, x)-\frac{1}{2!} \frac{\partial^{2} u}{\partial x^{2}}(t, x) y^{2}-\cdots-\frac{1}{(4 m)!} \frac{\partial^{4 m} u}{\partial x^{4 m}}(t, x) y^{4 m}\right) \frac{d y}{|y|^{1+\alpha}}
\end{gathered}
$$

is the function

$$
\mathcal{P}_{t, x}(y)=h_{t}(y-x),
$$

where $h_{t}$ is the inverse Fourier transform of the function $\widehat{h}_{t}$. This solution is a probability distribution only if $m=0, \alpha \in(0,2)$.

Example 5. Now we consider the same generalized function $g(x)=|x|^{-\alpha-1}$, as in the previous example but for $\alpha \in(4 m-2,4 m)$ and $m \in \mathbb{N}$. In this case

$$
\begin{equation*}
(g, \varphi)=\int_{\mathbb{R}}\left(\varphi(x)-\varphi(0)-\frac{\varphi^{(2)}(0)}{2!} x^{2}-\cdots-\frac{\varphi^{(4 m-2)}(0)}{(4 m-2)!} x^{4 m-2}\right) \frac{d x}{|x|^{1+\alpha}}, \tag{27}
\end{equation*}
$$

the $\widehat{P^{t}}$ is a multiplication operator by the function $\exp \left(c t|p|^{\alpha}\right)$, but in this case $c>0$, that means that the fundamental solution of the corresponding equation is only a generalized function with a domain $\mathcal{H}_{\text {fin }}$ and it cannot be extend to a larger class of test function.

Note that if instead of (27) we consider another generalized function (here $A$ is an arbitrary positive number)

$$
(g, \varphi)=\int_{\mathbb{R}}\left(\varphi(x)-\varphi(0)-\frac{\varphi^{(2)}(0)}{2!} x^{2}-\ldots\right.
$$

$$
\begin{equation*}
\left.-\frac{\varphi^{(4 m-2)}(0)}{(4 m-2)!} x^{4 m-2}-\frac{\varphi^{(4 m)}(0)}{(4 m)!} x^{4 m} \mathbf{1}_{[-A, A]}(x)\right) \frac{d x}{|x|^{1+\alpha}}, \tag{28}
\end{equation*}
$$

then this problem disappears. Namely, the fundamental solution $\mathcal{P}_{t, x}$ of the equation

$$
\begin{gathered}
\frac{\partial u}{\partial t}(t, x)=\int_{\mathbb{R}}\left(u(t, x+y)-u(t, x)-\frac{1}{2!} \frac{\partial^{2} u}{\partial x^{2}}(t, x) y^{2}-\cdots-\right. \\
\left.\frac{1}{(4 m-2)!} \frac{\partial^{4 m-2} u}{\partial x^{4 m-2}}(t, x) y^{4 m}\right) \frac{d y}{|y|^{1+\alpha}}-\varepsilon \frac{\partial^{4 m} u}{\partial x^{4 m}}(t, x)
\end{gathered}
$$

(here $\varepsilon>0$ is a constant which depends on $A$ ) is the function

$$
\mathcal{P}_{t, x}(y)=h_{t}(y-x),
$$

where $h_{t}$ is the inverse Fourier transform of the function

$$
\widehat{h}_{t}(y)=\exp \left(t\left(c|p|^{\alpha}-\varepsilon_{1} p^{4 m}\right)\right)
$$

Example 6. Consider the generalized function

$$
g=(-1)^{m+1} \frac{\delta^{(2 m)}}{(2 m)!}
$$

This generalized function corresponds to the pseudo-process of even order discussed in [6]. In this case $\widehat{P^{t}}$ is the multiplication operator by the function

$$
\widehat{h}_{t}(p)=\exp \left(t\left((-1)^{m+1} \frac{\delta^{(2 m)}}{(2 m)!}, e^{-i p y}\right)\right)=\exp \left(-\frac{t p^{2 m}}{(2 m)!}\right)
$$

so that the fundamental solution $\mathcal{P}_{t, x}$ of the equation

$$
\frac{\partial u}{\partial t}=\frac{(-1)^{m+1}}{(2 m)!} \frac{\partial^{2 m} u}{\partial x^{2 m}}
$$

is the function

$$
\mathcal{P}_{t, x}(y)=h_{t}(y-x),
$$

where $h_{t}$ is the inverse Fourier transform of the function $\widehat{h}_{t}(p)$.
Similarly, to the case of the pseudo-process of odd order in our construction corresponds $g= \pm \frac{\delta^{(2 m+1)}}{(2 m+1)!}$ and

$$
\widehat{h}_{t}(p)=\exp \left(t\left( \pm \frac{\delta^{(2 m+1)}}{(2 m+1)!}, e^{-i p y}\right)\right)=\exp \left( \pm(-1)^{m} \frac{i t p^{2 m+1}}{(2 m+1)!}\right)
$$

Example 7. For every $x \in \mathbb{R}$ we define on $\Omega^{0}$ another process $\xi_{x}^{c}(t)=$ $\xi_{x}^{c}(t, \nu)$, by

$$
\begin{equation*}
\xi_{x}^{c}(t)=x+c \nu([0, t]), \tag{29}
\end{equation*}
$$

where $c \in \mathbb{C}$ is a complex constant. Now we consider the one-dimensional distribution of the process $\xi_{x}^{c}(t)$. We recall that by definition one-dimensional distribution is a generalized function $\xi_{x}^{c}(t) L_{g}$ that acts on a test function $\varphi \in$ $\mathcal{H}_{\text {fin }}$ as

$$
\left(\xi_{x}^{c}(t) L_{g}, \varphi\right)=L_{g} \varphi\left(\xi_{x}^{c}(t)\right)
$$

As above, for $\varphi \in \mathcal{H}_{f i n}$ we define a function $u=u(t, x), t \geq 0, x \in \mathbb{R}$, by

$$
\begin{equation*}
u(t, x)=L_{g} \varphi\left(\xi_{x}^{c}(t)\right) \tag{30}
\end{equation*}
$$

It is important to note that in (30) we actually substitute $\xi_{x}^{c}(t)$ in the analytic continuation of $\varphi$.

In the same way we can prove that the function $u$ is a solution of the Cauchy problem

$$
\frac{\partial u}{\partial t}=\mathcal{A}_{g}^{c} u, \quad u(0, x)=\varphi(x)
$$

where the linear operator $\mathcal{A}_{g}^{c}$ is defined by

$$
\begin{equation*}
\mathcal{A}_{g}^{c} f(x)=\left(g_{y}, f(x+c y)\right) . \tag{31}
\end{equation*}
$$

In the special case $g=\frac{\delta^{(2)}}{2}$, we have $\mathcal{A}_{g}^{c} f(x)=\frac{c^{2}}{2} f^{(2)}(x)$. So, if we put $c=e^{\frac{-i \pi}{4}}$ in (29) we get that one-dimensional distribution of the process

$$
\begin{equation*}
\xi_{x}(t)=x+e^{\frac{-i \pi}{4}} \nu[0, t] \tag{32}
\end{equation*}
$$

give us the fundamental solution of the Schrödinger equation

$$
i \frac{\partial u}{\partial t}=\frac{1}{2} \frac{\partial^{2} u}{\partial x^{2}}
$$

Further, in the case $g=\frac{\delta^{(4 m)}}{(4 m)!}$ ( note, that in the example 6 we consider another case with $\left.g=-\frac{\delta^{(4 m)}}{(4 m)!}\right)$ we get $\mathcal{A}_{g}^{c} f(x)=\frac{c^{4 m}}{(4 m)!} f^{(4 m)}(x)$. If we put $c=e^{\frac{i \pi}{4 m}}$ in (29) we get that the one-dimensional distribution of the process

$$
\begin{equation*}
\xi_{x}(t)=x+e^{\frac{i \pi}{4 m}} \nu[0, t] \tag{33}
\end{equation*}
$$

gives us the fundamental solution of the equation

$$
\begin{equation*}
\frac{\partial u}{\partial t}=\frac{-1}{(4 m)!} \frac{\partial^{4 m} u}{\partial x^{4 m}} \tag{34}
\end{equation*}
$$

## 4. The distributions of functionals. The stochastic integrals.

As we have shown one-dimensional distributions of generalized processes with independent increments are the fundamental solutions of the corresponding evolution equations. But it is possible to consider some other functionals of the trajectories of the (generalized) processes.

First we consider the variations of trajectories. Let $g=\frac{\delta^{(2)}}{2}$, as we have seen this case corresponds to the Wiener process. Consider the quadratic variation $v_{2}$ of a process $\xi_{0}$. We suppose here that the process starts at point 0 as the quadratic variation does not depend on a shift. It is clear that for $\nu=\sum_{k=1}^{n} x_{k} \delta_{t_{k}}$ and $\xi_{0}(t)=\nu([0, t])$ we have

$$
v_{2}\left(\xi_{0}\right)=\sum_{k=1}^{n} x_{k}^{2} .
$$

Now we consider the distribution $\mathcal{P}_{v_{2}\left(\xi_{0}\right)}=v_{2}\left(\xi_{0}\right) L_{\frac{\delta(2)}{2}}$. By definition $v_{2}\left(\xi_{0}\right) L_{\frac{\delta(2)}{2}}$ is a generalized function that acts on a test function $\varphi \in \mathcal{H}_{f i n}$ as

$$
\begin{gather*}
\left(\mathcal{P}_{v_{2}\left(\xi_{0}\right)}, \varphi\right)=L_{\frac{\delta(2)}{2}} \varphi\left(v_{2}\left(\xi_{0}\right)\right)= \\
\sum_{k=0}^{\infty} \frac{T^{k}}{k!2^{k}}\left(\left(\delta^{(2)}\right)^{\otimes k}, \varphi\left(x_{1}^{2}+\cdots+x_{k}^{2}\right)\right)=\sum_{k=0}^{\infty} \frac{T^{k}}{k!} \varphi^{(k)}(0)=\varphi(T) . \tag{35}
\end{gather*}
$$

The latter equality means that the distribution $\mathcal{P}_{v_{2}\left(\xi_{0}\right)}$ is a unit mass at point $T$, that expresses a well-known fact that the quadratic variation of the Wiener process is not random and equal to $T$ with probability 1.

This statement can be easily extended to the case (example 6)

$$
g=(-1)^{m+1} \frac{\delta^{(2 m)}}{(2 m)!}
$$

In this case we consider $v_{2 m}$, the variation of order $2 m$ instead of the quadratic variation $v_{2}$. As above for $\nu=\sum_{k=1}^{n} x_{k} \delta_{t_{k}}$ and $\xi_{0}(t)=\nu([0, t])$ we have

$$
v_{2 m}\left(\xi_{0}\right)=\sum_{k=1}^{n} x_{k}^{2 m} .
$$

The distribution $\mathcal{P}_{v_{2 m}\left(\xi_{0}\right)}=v_{2 m}\left(\xi_{0}\right) L_{\frac{(-1) m+1_{\delta}(2 m)}{(2 m)!}}$ acts on a test function $\varphi \in \mathcal{H}_{\text {fin }}$ as

$$
\left(\mathcal{P}_{v_{2 m}\left(\xi_{0}\right)}, \varphi\right)=L_{\frac{(-1) m+1_{\delta}(2 m)}{(2 m)!}} \varphi\left(v_{2 m}\left(\xi_{0}\right)\right)=
$$

$$
\begin{gather*}
\sum_{k=0}^{\infty} \frac{T^{k}\left((-1)^{m+1}\right)^{k}}{k!((2 m)!)^{k}}\left(\left(\delta^{(2 m)}\right)^{\otimes k}, \varphi\left(x_{1}^{2 m}+\cdots+x_{k}^{2 m}\right)\right)= \\
\sum_{k=0}^{\infty} \frac{T^{k}\left((-1)^{m+1}\right)^{k}}{k!} \varphi^{(k)}(0)=\varphi\left((-1)^{m+1} T\right) \tag{36}
\end{gather*}
$$

Thus we prove that the order $2 m$ variation of the process (with respect to the generalized function $\left.L_{\frac{(-1) m+1 \delta(2 m)}{(2 m)!}}\right)$ is constant but for even $m$ this constant is negative. Below we explain the reason for this strange result. Namely we show that a generalized process has a probabilistic sense not for all generalized functions $g$, but only for nonnegative (in some sense) $g$. For a generalized function $g$ of the form $(g, \varphi)=a \varphi^{(k)}(0)$, where $a$ is constant, this nonnegativity means that $a$ is nonnegative. So for even $m=2 n$ only a complex-valued process (33) (with respect to a generalized function $L_{\frac{\delta^{(4 n)}}{(4 n)!}}$ ) from the example 7 has a probabilistic meaning. It is absolutely clear that the variation of the order $4 n$ for this process is negative.

The next object we define is a stochastic integral with respect to a generalized process $\xi(t)$. Let $f:[0, T] \rightarrow \mathbb{R}$ be a Borel function and $\xi(t)=\nu[0, t]$. For every trajectory $\xi(\cdot)$ we define a stochastic integral $\int_{0}^{T} f(t) d \xi(t)$ as a usual Stieltjes integral with respect to the jump function $\xi(\cdot)$ (we recall that trajectories of our process have only a finite number of jumps). Namely for $\nu=\sum_{j=1}^{k} x_{j} \delta_{t_{j}} \in \Omega^{0}$ we put

$$
I_{1}(f)=\int_{0}^{T} f(t) d \xi(t)=\int_{0}^{T} f(t) d \nu(t)=\sum_{1 \leq j \leq k} f\left(t_{j}\right) x_{j}
$$

(by definition this sum is equal to 0 if $k=0$ ).
To construct a distributions $\mathcal{P}_{I_{1}(f)}=I_{1}(f) L_{g}$ corresponding a generalized function $g$ we calculate the Fourier transform $\widehat{\mathcal{P}_{I_{1}(f)}}(p)$ of a distribution $\mathcal{P}_{I_{1}(f)}$.

We have

$$
\begin{gather*}
\widehat{\mathcal{P}_{I_{1}(f)}}(p)=L_{g} e^{i p \int_{0}^{T} f(t) d \xi(t)}=\sum_{k=0}^{\infty} \frac{1}{k!} \int_{[0, T]^{k}}\left(g^{\otimes k}, e^{i p \sum_{j=1}^{k} f\left(t_{j}\right) x_{j}}\right) d m^{k}= \\
\exp \left(\int_{0}^{T}\left(g_{x}, e^{i p f(t) x}\right) d t\right) . \tag{37}
\end{gather*}
$$

Let us consider some examples.
Example 1. For $g=-\delta^{(1)}$ (so that $\left.(g, \varphi)=\varphi^{\prime}(0)\right)$ using (37) we have

$$
\begin{equation*}
\widehat{\mathcal{P}_{I_{1}(f)}}(p)=\exp \left(i p \int_{0}^{T} f(t) d t\right) \tag{38}
\end{equation*}
$$

It follows from (38) that the distribution of the stochastic integral is a $\delta$-measure at the point $\int_{0}^{T} f(t) d t$. This means that the stochastic integral is nonrandom and coincides with the Lebesgue integral.

Example 2.
For $g=\frac{\delta^{(2)}}{2}$ we have

$$
\widehat{\mathcal{P}_{I_{1}(f)}}(p)=\exp \left(-\frac{p^{2}}{2} \int_{0}^{T} f^{2}(t) d t\right)
$$

hence the corresponding distribution is a normal one with parameters $\left(0, \int_{0}^{T} f^{2}(t) d t\right)$.

Example 3. For $g=\frac{(-1)^{m+1} \delta^{(2 m)}}{(2 m)!}$ we have

$$
\widehat{\mathcal{P}_{I_{1}(f)}}(p)=\exp \left(-\frac{p^{2 m}}{(2 m)!} \int_{0}^{T} f^{2 m}(t) d t\right)
$$

Note that for $m>1$ the corresponding distribution is not a probability distribution.

Example 4.
For $g(x)=|x|^{-\alpha-1}$, and $\alpha \in(4 m, 4 m+2)$ where $m \in \mathbb{N}_{0}$ (example 4 of the section 3), it is not difficult to prove that

$$
\widehat{\mathcal{P}_{I_{1}(f)}}(p)=\exp \left(-c|p|^{\alpha} \int_{0}^{T}|f(t)|^{\alpha} d t\right)
$$

where $c$ is a positive constant.
The corresponding distribution is a symmetric stable distribution if $m=0$ and it is a signed measure if $m>0$.

Similarly we can define multiple stochastic integrals. Namely, let $f$ : $[0, T]^{n} \rightarrow \mathbb{R}$ be a Borel function of $n$ arguments. We define a stochastic integral $I_{n}(f)$ of multiplicity $n$ in the following way.

For $\nu=\sum_{j=1}^{k} x_{j} \delta_{t_{j}} \in \Omega^{0}$ we set

$$
\begin{gathered}
I_{n}(f)=\int_{[0, T]^{n}} f\left(t_{1}, \ldots, t_{n}\right) d \xi\left(t_{1}\right) \ldots d \xi\left(t_{n}\right)= \\
\sum_{j_{1} \neq j_{2} \cdots \neq j_{n}} f\left(t_{j_{1}}, t_{j_{2}} \ldots t_{j_{n}}\right) x_{j_{1}} x_{j_{2}} \ldots x_{j_{n}}
\end{gathered}
$$

(this sum is equal to 0 if $k<n$ ).
We show that for $g=-\delta^{(1)}$ this multiple stochastic integral is nonrandom and coincides with the multiple Lebesgue integral.

Theorem 3. If $g=-\delta^{(1)}$ and $f \in L_{1}\left([0, T]^{n}\right)$ then for every $n \in \mathbb{N}$ the distribution $\mathcal{P}_{I_{n}(f)}=I_{n}(f) L_{-\delta^{(1)}}$ of the multiple stochastic integral is a $\delta$-measure at the point $\int_{[0, T]^{n}} f\left(t_{1}, \ldots, t_{n}\right) d t_{1} \ldots d t_{n}$.

Proof. For simplicity we consider only the case $n=2$.
To prove the statement it is sufficient to check the following equality

$$
\begin{equation*}
L_{-\delta^{(1)}} e^{i p I_{2}(f)}=\exp \left(i p \int_{[0, T]^{2}} f\left(t_{1}, t_{2}\right) d t_{1} d t_{2}\right) \tag{39}
\end{equation*}
$$

for every $p \in \mathbb{R}$. We have

$$
L_{-\delta^{(1)}} e^{i p I_{2}(f)}=\sum_{d=0}^{\infty} \frac{(i p)^{d} L_{-\delta^{(1)}}\left(I_{2}(f)\right)^{d}}{d!}
$$

Further, for every $d$ we have

$$
L_{-\delta^{(1)}}\left(I_{2}(f)\right)^{d}=\sum_{k=2}^{\infty} \frac{1}{k!} \int_{[0, T]^{k}} d m^{k}\left(\left(-\delta^{(1)}\right)^{\otimes k},\left(\sum_{\substack{j, l=1 \\ j \neq l}}^{k} f\left(t_{j}, t_{l}\right) x_{j} x_{l}\right)^{d}\right) .
$$

It is easy to show that all terms in the sum on the right hand side, except the term with $k=2 d$, are equal to 0 and the term with $k=2 d$ is equal to $\left(\int_{[0, T]^{2}} f\left(t_{1}, t_{2}\right) d t_{1} d t_{2}\right)^{d}$. This proves (39).

Further, we can show that when $g=\frac{\delta^{(2)}}{2}$ a multiple stochastic integral coincides with a multiple stochastic integral with respect to the Wiener process. We omit the proof since it is completely similar to the proof of theorem 3.

Theorem 4. If $g=\frac{\delta^{(2)}}{2}$ and $f \in L_{2}\left([0, T]^{n}\right)$ then for every $n \in \mathbb{N}$ the distribution $\mathcal{P}_{I_{n}(f)}=I_{n}(f) L_{\frac{\delta(2)}{2}}$ of the multiple stochastic integral coincides with the distribution of the Wiener multiple stochastic integral

$$
\int_{[0, T]^{n}} f\left(t_{1}, \ldots, t_{n}\right) d w\left(t_{1}\right) \ldots d w\left(t_{n}\right)
$$

and moreover for $n \neq m$ and any functions $f_{1} \in L_{2}\left([0, T]^{n}\right), f_{2} \in L_{2}\left([0, T]^{m}\right)$, we have

$$
L_{\frac{\delta(2)}{2}}\left(I_{n}\left(f_{1}\right) I_{m}\left(f_{2}\right)\right)=0
$$

## 5. The probability space $\left(\Omega, \mathcal{F}, P_{g}\right)$.

In this section we additionally suppose that a generalized function $g$ is either a regularization of a nonnegative function (previously we did not assume nonnegativity) or $g=a(-1)^{r} \delta^{(r)}$, for some $a>0$.

Let us first consider the case where $g$ is a nonnegative function satisfying the condition $\int_{\mathbb{R}} \min \left(|x|^{r}, 1\right) g(x) d x<\infty$ for some $r \in \mathbb{N}$ (we use the same letter $g$ for the function itself and for the corresponding generalized function).

We put

$$
\begin{equation*}
n_{0}=\max \left\{n: \int_{|x|>1}|x|^{n} g(x) d x<\infty\right\} \tag{40}
\end{equation*}
$$

Let $\mathcal{X}=\mathcal{X}(G)$, be the space of configurations on $G=[0, T] \times(\mathbb{R} \backslash\{0\})$. We equip $\mathcal{X}$ with the vague topology (see [12]) and denote by $\mathcal{B}(\mathcal{X})$ the Borel $\sigma$-algebra. On the measurable space $(\mathcal{X}, \mathcal{B}(\mathcal{X}))$ we consider the Poisson measure $\mathbb{P}_{g}$ with intensity measure $\Pi(d t, d x)=d t g(x) d x$.

Further, for every $\varepsilon>0$ we denote a restriction of the measure $\mathbb{P}_{g}$ to the space $\mathcal{X}\left(G_{\varepsilon}\right)$ of configurations on $G_{\varepsilon}=[0, T] \times(\mathbb{R} \backslash[-\varepsilon, \varepsilon])$ by $\mathbb{P}_{g, \varepsilon}$. It is clear that for every $\varepsilon$ the measure $\mathbb{P}_{g, \varepsilon}$ is a Poisson measure with an intensity measure $\left.\Pi\right|_{G_{\varepsilon}}$. As before we denote by $m$ the Lebesgue measure on $[0, T]$.

For a probability space we take the space $\Omega=\Omega([0, T])$ of all discrete signed measures on $[0, T]$. Each element of this space can be represented in the form $\sum_{j} x_{j} \delta_{t_{j}}$, where as above we denote the unit mass at point $t_{j}$ by $\delta_{t_{j}}$ Note that $\Omega^{0} \subset \Omega$.

Let $\Theta$ denote the mapping $\mathcal{X} \rightarrow \Omega$ that maps a configuration $\bigcup_{i}\left(t_{i}, x_{i}\right) \in \mathcal{X}$ to a signed measure $\sum_{i} x_{i} \delta_{t_{i}} \in \Omega$.

Using the mapping $\Theta$ we equip $\Omega$ with a topology and a Borel $\sigma$-algebra $\mathcal{F}$. In this way on $\Omega$ we construct probability measures $P_{g}=\mathbb{P}_{g} \Theta^{-1}$ and $P_{g, \varepsilon}=\mathbb{P}_{g, \varepsilon} \Theta^{-1}$. It is natural to call these measures Poisson measures. Note that for every $\varepsilon>0 \quad P_{g, \varepsilon}\left(\Omega^{0}\right)=1$.

Let us study the connection between a generalized function $L_{g}$ on $\Omega^{0}$ and a measure $P_{g}$ on $\Omega$.

Let $v$ be a $C^{\infty}$-smooth function on $\mathbb{R}$ and $d$ denote an operator

$$
(d v)(x)=v(0)=\text { Const. }
$$

For $k=1,2,3, \ldots$ let $d^{(k)}$ denote a linear operator that acts as

$$
\begin{equation*}
\left(d^{(k)} v\right)(x)=\frac{x^{k}}{k!} v^{(k)}(0) \tag{41}
\end{equation*}
$$

for $k \leq n_{0}$, and

$$
\begin{equation*}
\left(d^{(k)} v\right)(x)=\frac{x^{k}}{k!} \mathbf{1}_{[0,1]}(|x|) v^{(k)}(0) \tag{42}
\end{equation*}
$$

for $k>n_{0}$. It is important to note that due to the difference between (41) and (42) $d^{(k)}$ depends on $g$.

Further, we define a linear operator $\Delta$ by

$$
\begin{equation*}
\Delta v(x)=v(x)-v(0)=v(x)-d v(x) \tag{43}
\end{equation*}
$$

and define a sequence of operators (which also depend on $g$ ) $\Delta(k), k \in \mathbb{N}$ by

$$
(\Delta(k) v)(x)=v(x)-d v(x)-d^{(1)} v(x)-\cdots-d^{(k)} v(x) .
$$

Note that $\Delta+d$ is the identity operator and for every $k=1,2, \ldots$ we have

$$
\begin{equation*}
\Delta(k)=\Delta(k+1)+d^{(k+1)} \tag{44}
\end{equation*}
$$

For $r>1$ and a test function $\varphi$ we have

$$
\begin{equation*}
(g, \varphi)=\int_{\mathbb{R}} \Delta(r-1) \varphi(x) g(x) d x=\lim _{\varepsilon \rightarrow 0} \int_{\mathbb{R}_{\varepsilon}} \Delta(r-1) \varphi(x) g(x) d x \tag{45}
\end{equation*}
$$

where $\mathbb{R}_{\varepsilon}=\mathbb{R} \backslash[-\varepsilon, \varepsilon]$, and for $r=1$ and a test function $\varphi$ we have

$$
(g, \varphi)=\int_{\mathbb{R}} \Delta \varphi(x) g(x) d x=\lim _{\varepsilon \rightarrow 0} \int_{\mathbb{R}_{\varepsilon}} \Delta \varphi(x) g(x) d x
$$

We also set

$$
\begin{equation*}
\tau_{l}(\varepsilon)=\int_{\mathbb{R}_{\varepsilon}} x^{l} g(x) d x \tag{46}
\end{equation*}
$$

for $\varepsilon>0$ and $l \leq n_{0}$ and

$$
\begin{equation*}
\tau_{l}(\varepsilon)=\int_{\varepsilon \leq|x| \leq 1} x^{l} g(x) d x \tag{47}
\end{equation*}
$$

for $l>n_{0}$.
Note that for an even function $g$ and odd $l$ all the functions $\tau_{l}(\varepsilon)$ are identically equal to 0 .

First we consider the case $r=1$.
Theorem 5. Suppose that $r=1$. Then for every $f \in \mathcal{G}$

$$
\lim _{\varepsilon \rightarrow 0} \int_{\Omega} f d P_{g, \varepsilon}=L_{g} f
$$

that means, that for $r=1$ the generalized function $L_{g}$ is a limit (in generalized functions sense, that is on each test function) of the probability measures $P_{g, \varepsilon}$.

Proof. For $\varepsilon>0, \quad f \in \mathcal{G}$ we have

$$
\begin{equation*}
\int_{\Omega} f d P_{g, \varepsilon}=e^{-\Pi\left(G_{\varepsilon}\right)} \sum_{k=0}^{\infty} \frac{1}{k!} \int_{G_{\varepsilon}^{k}} f_{k} d \Pi^{k} \tag{48}
\end{equation*}
$$

Denote the action of the operators $\Delta, d$ with respect to the variable $x_{i}$ by $\Delta_{i}, d_{i}$.

For every finite set $I$ of natural numbers let $|I|$ denote the cardinality of the set $I$. We put

$$
\begin{equation*}
d_{I}=\prod_{i \in I} d_{i}, \quad \Delta_{I}=\prod_{i \in I} \Delta_{i} \tag{49}
\end{equation*}
$$

If $I=\{1, \ldots, k\}$ then for the corresponding operator $\Delta_{I}$ we use a notation $\Delta^{\otimes k}$ that is

$$
\Delta^{\otimes k}=\Delta_{1} \Delta_{2} \ldots \Delta_{k}
$$

We use as well corresponding notations for operators $\Delta(m), d^{(m)}, m \in \mathbb{N}$, that is

$$
d_{I}^{(m)}=\prod_{i \in I} d_{i}^{(m)}, \quad \Delta_{I}(m)=\prod_{i \in I} \Delta_{i}(m)
$$

and

$$
\Delta^{\otimes k}(m)=\Delta_{1}(m) \Delta_{2}(m) \ldots \Delta_{k}(m)
$$

For every fixed $k$, let $C I$ denote the set $\{1, \ldots, k\} \backslash I$. We note that for any $k$ the function $d_{C I} f_{k}$ depends only on $x_{i}, i \in I$.

Using the identity

$$
1=\prod_{i=1}^{k}\left(d_{i}+\Delta_{i}\right)=\sum_{I \subset\{1, \ldots, k\}} \Delta_{I} d_{C I}
$$

and (48), we get

$$
\begin{gather*}
\int_{\Omega} f d P_{g, \varepsilon}=e^{-\Pi\left(G_{\varepsilon}\right)} \sum_{k=0}^{\infty} \frac{1}{k!} \int_{G_{\varepsilon}^{k}} \prod_{i=1}^{k}\left(\Delta_{i}+d_{i}\right) f_{k} d \Pi^{k}= \\
e^{-\Pi\left(G_{\varepsilon}\right)} \sum_{k=0}^{\infty} \frac{1}{k!} \int_{G_{\varepsilon}^{k}} \sum_{I \subset\{1, \ldots, k\}} \Delta_{I} d_{C I} f_{k} d \Pi^{k}= \\
e^{-\Pi\left(G_{\varepsilon}\right)} \sum_{k=0}^{\infty} \frac{1}{k!} \sum_{I \subset\{1, \ldots, k\}} \Pi\left(G_{\varepsilon}\right)^{|C I|} \int_{G_{\varepsilon}^{|I|}} \Delta_{I} d_{C I} f_{k} \prod_{i \in I} \Pi\left(d x_{i}\right)= \\
e^{-\Pi\left(G_{\varepsilon}\right)} \sum_{k=0}^{\infty} \frac{1}{k!} \sum_{j=0}^{k} \Pi\left(G_{\varepsilon}\right)^{k-j}\binom{k}{j} \int_{G_{\varepsilon}^{j}} \Delta^{\otimes j} f_{j} d \Pi^{j}= \\
e^{-\Pi\left(G_{\varepsilon}\right)} \sum_{j=0}^{\infty} \frac{1}{j!} \int_{G_{\varepsilon}^{j}} \Delta^{\otimes j} f_{j} d \Pi^{j} \sum_{k=j}^{\infty} \frac{\Pi\left(G_{\varepsilon}\right)^{k-j}}{(k-j)!}=\sum_{k=0}^{\infty} \frac{1}{k!} \int_{G_{\varepsilon}^{k}} \Delta^{\otimes k} f_{k} d \Pi^{k} . \tag{50}
\end{gather*}
$$

Thus, we have

$$
\int_{\Omega} f d P_{g, \varepsilon}=\sum_{k=0}^{\infty} \frac{1}{k!} \int_{G_{\varepsilon}^{k}} \Delta^{\otimes k} f_{k} d \Pi^{k} \underset{\varepsilon \rightarrow 0}{\longrightarrow} \sum_{k=0}^{\infty} \frac{1}{k!} \int_{G^{k}} \Delta^{\otimes k} f_{k} d \Pi^{k}=L_{g} f
$$

Let us introduce some additional notations. Namely, we define a sequence $\left\{\mathcal{D}_{j}\right\}_{j=1}^{\infty}$ of differential operators For $f \in \mathcal{G}$ we define as follows $\mathcal{D}_{1} f: \Omega^{0} \rightarrow \mathbb{R}$, such that for every $k \in \mathbb{N}_{0}$

$$
\begin{gathered}
\left(\mathcal{D}_{1} f\right)_{k}\left(\left(t_{1}, x_{1}\right), \ldots,\left(t_{k}, x_{k}\right)\right)= \\
\left.\int_{0}^{T} d t_{k+1} \frac{\partial}{\partial x_{k+1}} f_{k+1}\left(\left(t_{1}, x_{1}\right), \ldots,\left(t_{k}, x_{k}\right),\left(t_{k+1}, x_{k+1}\right)\right)\right|_{x_{k+1}=0}
\end{gathered}
$$

By analogy we define the differential operators $\mathcal{D}_{2}, \mathcal{D}_{3}, \ldots$ Namely, for $m=2,3, \ldots$ we set

$$
\begin{gathered}
\left(\mathcal{D}_{m} f\right)_{k}\left(\left(t_{1}, x_{1}\right), \ldots,\left(t_{k}, x_{k}\right)\right)= \\
\left.\int_{0}^{T} d t_{k+1} \frac{\partial^{m}}{\partial x_{k+1}^{m}} f_{k+1}\left(\left(t_{1}, x_{1}\right), \ldots,\left(t_{k}, x_{k}\right),\left(t_{k+1}, x_{k+1}\right)\right)\right|_{x_{k+1}=0}
\end{gathered}
$$

For $t \in \mathbb{R}$ we also denote the corresponding operator exponents by

$$
Q_{1}^{t}=e^{t \mathcal{D}_{1}}, Q_{2}^{t}=e^{t \frac{\mathcal{D}_{2}}{2!}}, \ldots, Q_{m}^{t}=e^{t \frac{\mathcal{D}_{m}}{m!}}, \ldots
$$

Consider properties of the operator $Q_{1}^{t}$. It is easy to show that,

$$
Q_{1}^{t}(\nu[0, T])=\nu[0, T]+t T
$$

Moreover it is not hard to prove (see [2]) that properties of the operator $Q_{1}^{t}$ are similar to the properties of a shift operator. For example for every $\varphi \in \mathcal{H}_{\text {fin }}$ we have $Q_{1}^{t}(\varphi(f))=\varphi\left(Q_{1}^{t}(f)\right)$. In particular we have $Q_{1}^{t}(\varphi(\nu[0, T]))=\varphi(\nu[0, T]+$ $t T)$. For this reason we call $Q_{1}^{t}$ generalized shift operators.

Now we consider the case $r=2$, so that $\int_{\mathbb{R}} \min (x, 1) g(x) d x=\infty$ and $\int_{\mathbb{R}} \min \left(x^{2}, 1\right) g(x) d x<\infty$.

Using (44),(50) we have

$$
\begin{aligned}
\int_{\Omega} f d P_{g, \varepsilon}= & \sum_{k=0}^{\infty} \frac{1}{k!} \int_{G_{\varepsilon}^{k}} \Delta^{\otimes k} f_{k} d \Pi^{k}=\sum_{k=0}^{\infty} \frac{1}{k!} \int_{G_{\varepsilon}^{k}} \prod_{i=1}^{k}\left(\Delta_{i}(1)+d_{i}^{(1)}\right) f_{k} d \Pi^{k}= \\
& \sum_{k=0}^{\infty} \frac{1}{k!} \int_{G_{\varepsilon}^{k}} \sum_{I \subset\{1, \ldots, k\}} \Delta_{I}(1) d_{C I}^{(1)} f_{k} d \Pi^{k}= \\
& \sum_{k=0}^{\infty} \frac{1}{k!} \int_{G_{\varepsilon}^{k}} \sum_{j=0}^{k}\binom{k}{j} \Delta^{\otimes j}(1)\left(d^{(1)}\right)^{\otimes(k-j)} f_{k} d \Pi^{k}=
\end{aligned}
$$

(in the latter formula we suppose that the operator $\Delta^{\otimes j}(1)$ acts with respect to the variables $x_{1}, x_{2}, \ldots, x_{j}$, and the operator $\left(d^{(1)}\right)^{\otimes(k-j)}$ acts with respect to the other $k-j$ variables)

$$
\sum_{k=0}^{\infty} \int_{G_{\varepsilon}^{k}} \sum_{j=0}^{k} \frac{1}{j!(k-j)!} \Delta^{\otimes j}(1)\left(d^{(1)}\right)^{\otimes(k-j)} f_{k} d \Pi^{k}=
$$

$$
\begin{gathered}
\sum_{k=0}^{\infty} \sum_{j=0}^{k} \frac{1}{j!(k-j)!} \int_{G_{\varepsilon}^{k}} \Delta^{\otimes j}(1) \mathcal{D}_{1}^{k-j} f_{k}\left(\tau_{1}(\varepsilon)\right)^{k-j} d \Pi^{j}= \\
\sum_{j=0}^{\infty} \frac{1}{j!} \int_{G_{\varepsilon}^{j}} \Delta^{\otimes j}(1)\left(\sum_{k=0}^{\infty} \frac{1}{k!} \mathcal{D}_{1}^{k} f_{j+k}\left(\tau_{1}(\varepsilon)\right)^{k}\right) d \Pi^{j}= \\
\sum_{j=0}^{\infty} \frac{1}{j!} \int_{G_{\varepsilon}^{j}} \Delta^{\otimes j}(1)\left(Q_{1}^{\tau_{1}(\varepsilon)} f\right)_{j} d \Pi^{j} .
\end{gathered}
$$

Rename $Q_{1}^{\tau_{1}(\varepsilon)} f$ as $f$. We get

$$
\begin{equation*}
\int Q_{1}^{-\tau_{1}(\varepsilon)} f d P_{g, \varepsilon}=\sum_{k=0}^{\infty} \frac{1}{k!} \int_{G_{\varepsilon}^{k}} \Delta^{\otimes k}(1) f_{k} d \Pi^{k} \tag{51}
\end{equation*}
$$

Denote the operator $Q_{1}^{-\tau_{1}(\varepsilon)}$ by $\mathcal{A}_{\varepsilon}$, and its conjugate operator (which acts on measures), by $\mathcal{A}_{\varepsilon}^{*}$, namely for $f \in \mathcal{G}$ we set

$$
\begin{equation*}
\left(\mathcal{A}_{\varepsilon}^{*} P_{g, \varepsilon}, f\right)=\int \mathcal{A}_{\varepsilon} f d P_{g, \varepsilon}=\sum_{k=0}^{\infty} \frac{1}{k!} \int_{G_{\varepsilon}^{k}} \Delta^{\otimes k}(1) f_{k} d \Pi^{k} . \tag{52}
\end{equation*}
$$

Then as $\varepsilon \rightarrow 0$ the right hand side of (52) converges to a limit

$$
\sum_{k=0}^{\infty} \frac{1}{k!} \int_{G^{k}} \Delta^{\otimes k}(1) f_{k} d \Pi^{k}=L_{g} f
$$

Thus, we have proved the following statement.
Theorem 6. Suppose that $r=2$. Then for every $f \in \mathcal{G}$

$$
\lim _{\varepsilon \rightarrow 0} \int_{\Omega} \mathcal{A}_{\varepsilon} f d P_{g, \varepsilon}=\lim _{\varepsilon \rightarrow 0}\left(\mathcal{A}_{\varepsilon}^{*} P_{g, \varepsilon}, f\right)=L_{g} f
$$

where $\mathcal{A}_{\varepsilon}$ is a generalized shift operator. This means, that for $r=2$ a generalized function $L_{g}$ is a limit of generalized functions $\mathcal{A}_{\varepsilon}^{*} P_{g, \varepsilon}$.

Now consider the case $r>2$. By the same arguments we can prove that

$$
\begin{equation*}
\int Q_{r-1}^{-\tau_{r-1}(\varepsilon)} Q_{r-2}^{-\tau_{r-2}(\varepsilon)} \ldots Q_{1}^{-\tau_{1}(\varepsilon)} f d P_{g, \varepsilon}=\sum_{k=0}^{\infty} \frac{1}{k!} \int_{G_{\varepsilon}^{k}} \Delta^{\otimes k}(r-1) f_{k} d \Pi^{k} \tag{53}
\end{equation*}
$$

Denote an operator $Q_{r-1}^{-\tau_{r-1}(\varepsilon)} Q_{r-2}^{-\tau_{r-2}(\varepsilon)} \ldots Q_{1}^{-\tau_{1}(\varepsilon)}$ by $\mathcal{A}_{\varepsilon}$ and its conjugate operator by $\mathcal{A}_{\varepsilon}^{*}$. We have

$$
\left(\mathcal{A}_{\varepsilon}^{*} P_{g, \varepsilon}, f\right)=\int \mathcal{A}_{\varepsilon} f d P_{g, \varepsilon}=
$$

$$
\sum_{k=0}^{\infty} \frac{1}{k!} \int_{G_{\varepsilon}^{k}} \Delta^{\otimes k}(r-1) f_{k} d \Pi^{k} \underset{\varepsilon \rightarrow 0}{\longrightarrow} \sum_{k=0}^{\infty} \frac{1}{k!} \int_{G^{k}} \Delta^{\otimes k}(r-1) f_{k} d \Pi^{k}=L_{g} f
$$

Thus, we have proved that $\mathcal{A}_{\varepsilon}^{*} P_{g, \varepsilon}$ converges to a generalized function $L_{g}$ as $\varepsilon \rightarrow 0$, and we have the following statement.

Theorem 7. Suppose that $r>2$. Then for every $f \in \mathcal{G}$ we have

$$
\lim _{\varepsilon \rightarrow 0} \int_{\Omega} \mathcal{A}_{\varepsilon} f d P_{g, \varepsilon}=\lim _{\varepsilon \rightarrow 0}\left(\mathcal{A}_{\varepsilon}^{*} P_{g, \varepsilon}, f\right)=L_{g} f
$$

where operators $\mathcal{A}_{\varepsilon}$ are defined by (53). That means, that the generalized function $L_{g}$ is a limit of generalized functions $\mathcal{A}_{\varepsilon}^{*} P_{g, \varepsilon}$.

The following theorem shows the actions of the operator $\mathcal{A}_{\varepsilon}$ on the functions that are of the form $\varphi(\nu[0, T])$.

Theorem 8. For every $\varphi \in \mathcal{H}_{\text {fin }}$ we have

$$
\left.\mathcal{A}_{\varepsilon}(\varphi(\nu[0, T]))=\left(b_{\varepsilon} * \varphi\right)(\nu[0, T])\right)
$$

where the Fourier transform $\widehat{b_{\varepsilon}}(p)$ of the function $b_{\varepsilon}$ is

$$
\widehat{b_{\varepsilon}}(p)=\exp \left(-T\left[\frac{(-i p)^{r-1} \tau_{r-1}(\varepsilon)}{(r-1)!}+\cdots+\frac{(-i p)^{2} \tau_{2}(\varepsilon)}{2!}+\frac{-i p \tau_{1}(\varepsilon)}{1!}\right]\right)
$$

The proof can be found in [16].
Now we consider the case where the generalized function $g$ acts on a test function $\varphi$ as

$$
(g, \varphi)=a \varphi^{(r)}(0)
$$

where $a>0$ and $r \in \mathbb{N}$. Without loss of generality we can assume that $a=\frac{1}{r!}$. In this case $\mathcal{A}=\frac{1}{r!} \frac{d^{r}}{d x^{r}}$.

We remark that in the previous case when $g$ was a regularization of a nonnegative function our arguments were based on the formula (45). Now instead of (45) we use another formula. Namely, it can easily be proved that for $\varphi \in \mathcal{H}_{\text {fin }}$ we have

$$
\begin{equation*}
(g, \varphi)=\frac{1}{r!} \varphi^{(r)}(0)=\lim _{\varepsilon \rightarrow 0} \int_{\varepsilon}^{e \varepsilon} \Delta(r-1) \varphi(x) \frac{d x}{x^{r+1}} \tag{54}
\end{equation*}
$$

(where $e$ stands for the base of the natural logarithm).
As above we take the space $\Omega=\Omega([0, T])$ as a probability space and on $(\Omega, \mathcal{F})$ we consider the Poisson measure $P_{g}$ with intensity measure $\Pi(d t, d x)=$ $d t \frac{d x}{x^{1+r}} \mathbf{1}_{(0,+\infty)}(x)$. By $P_{g, \varepsilon}$ we denote the Poisson measure with intensity measure $d t \frac{d x}{x^{1+r}} \mathbf{1}_{(\varepsilon, \text { ę })}(x)$. It is obvious that, for every $\varepsilon>0, \quad P_{g, \varepsilon}\left(\Omega^{0}\right)=1$.

We also set

$$
G_{\varepsilon}^{0}=[0, T] \times[\varepsilon, e \varepsilon] .
$$

Now we study the connection between the generalized function $L_{g}$ on $\Omega^{0}$ and the measure $P_{g}$ on $\Omega$.

For $l<r$ we set

$$
\tau_{l}^{0}(\varepsilon)=\int_{\varepsilon}^{e \varepsilon} \frac{x^{l} d x}{x^{r+1}}=\frac{1}{(r-l) \varepsilon^{r-l}}\left(1-\frac{1}{e^{r-l}}\right) \underset{\varepsilon \rightarrow 0}{\longrightarrow} \infty
$$

By the same arguments as above it is easily shown that for $f \in \mathcal{G}$ we have

$$
\begin{equation*}
\int Q_{r-1}^{-\tau_{r-1}^{0}(\varepsilon)} Q_{r-2}^{-\tau_{r-2}^{0}(\varepsilon)} \ldots Q_{1}^{-\tau_{1}^{0}(\varepsilon)} f d P_{g, \varepsilon}=\sum_{k=0}^{\infty} \frac{1}{k!} \int_{\left(G_{\varepsilon}^{0}\right)^{k}} \Delta^{\otimes k}(r-1) f_{k} d \Pi^{k} \tag{55}
\end{equation*}
$$

Denote the operator $Q_{r-1}^{-\tau_{r-1}^{0}(\varepsilon)} Q_{r-2}^{-\tau_{r-2}^{0}(\varepsilon)} \ldots Q_{1}^{-\tau_{1}^{0}(\varepsilon)}$ by $\mathcal{A}_{\varepsilon}^{0}$ and its conjugate operator by $\mathcal{A}_{\varepsilon}^{0, *}$.

Theorem 9. Suppose that a generalized function $g$ acts on a test function $\varphi$ as $(g, \varphi)=\frac{1}{r!} \varphi^{(r)}(0)$. Then for every $f \in \mathcal{G}$ we have

$$
\lim _{\varepsilon \rightarrow 0} \int_{\Omega} \mathcal{A}_{\varepsilon}^{0} f d P_{g, \varepsilon}=\left(\mathcal{A}_{\varepsilon}^{0, *} P_{g, \varepsilon}, f\right)=L_{g} f
$$

where operators $\mathcal{A}_{\varepsilon}^{0}$ are defined by (55). That means, that the generalized function $L_{g}$ is a limit of generalized functions $\mathcal{A}_{\varepsilon}^{0, *} P_{g, \varepsilon}$.

Proof. It remains to note that by (54) the right hand side of (55) converges to $L_{g} f$ as $\varepsilon \rightarrow 0$.
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